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2. Project Summary & Scientific Objectives for 2011-2014

Please give a brief description of your project - highlighting its computational aspect - and outline its scientific objectives for 2011-2104. Please list one or two specific goals you hope to reach by 2014. 

The goals of medium energy nuclear experiments are to understand the properties of hadrons in terms of their underlying quark/gluon degrees of freedom, map out the wave functions of quarks inside the nucleon, establish the existence and spectrum of hadrons with internal gluonic excitations, and search for Physics beyond the Standard Model.  These goals are being pursued at Jefferson Lab through the upgrade of the accelerator to a maximum energy of 12 GeV and the construction of a series of new experiments to take advantage of the increased range in particle masses and momentum transfer that it affords.  Commissioning of the accelerator and new experimental apparatus will begin in 2014, with first physics data expected to be collected in 2015.  Shortly after startup, experiments will begin recording raw data at an aggregated rate of 4 PB / year.  Similar data volumes are expected for simulation results and for reconstructed data, leading to a total of more than 10 PB / year total tape storage.  The basic algorithms for simulation and data processing are similar to those used for current experiments, but the volumes are 1-2 orders of magnitude larger.  During the next 4 years, experimental groups must demonstrate their ability to process data on the PB scale, solve the processing bottlenecks in these scaled-up workflows, and effectively exploit the power of multi-core processors.  One particular challenge to be overcome is partial-wave analysis of multi-hadron final states and the extraction of resonance parameters in the decays of excited hadrons.  In order to move beyond the isobar model, and apply more realistic models to this analysis, a massive increase in compute power is needed.  GlueX experimenters plan to harness the power of GPU processors to address this challenge.  
3. Current HPC Usage and Methods

3a. Please list your current primary codes and their main mathematical methods and/or algorithms. Include quantities that characterize the size or scale of your simulations or numerical experiments; e.g., size of grid, number of particles, basis sets, etc. Also indicate how parallelism is expressed (e.g., MPI, OpenMP, MPI/OpenMP hybrid) 

1. Simulation – based on Geant3/4, typical event size 10-100 kB, a few events per second on a 2 GHz processor core.  Simulated events are independent, well suited to parallel production on a farm or grid.  Typical experiments spend about 60% of their total CPU time on simulation.  The scale of simulation resource requirements for the 12 GeV era is indicated by the stated requirement of the GlueX experiment for 9000 cores in year-round full-time production, to provide sufficient statistics to match the raw data being collected during production running.  When combined together, the remaining experiments add up to a similar figure.  This requirement incorporates a realistic estimate for re-generation due to bugs and production errors. During the initial running period of experiments, the code is highly volatile, and results quickly grow stale.  This leads to large fluctuations in the demand for simulation, as existing data sets need to be regenerated.  Later on as an experiment matures, the code becomes more stable, demand becomes more predictable, and generated Monte Carlo data has a longer useful lifetime.  This places more stress on the ability to store and retrieve simulation results, whose volume is typically larger than that of the experimental data at the analysis stage.  The GlueX experiment plans to deploy a data grid to spread the storage of Monte Carlo data over several sites and maintain internet access to data sets for use in analysis while they are active.  

2. Reconstruction – custom code developed for each experiment, used for reconstructing tracks in chambers, showers in calorimeters, hits in timing and PID detectors, etc.  The same code is used for both raw and simulated events.  Events are processed independently, so the parallelization of reconstruction is mostly automatic.  The “mostly” comes from the fact that a large amount of static information about the state of the detector (calibration constants, geometry offsets, field maps) must be maintained in memory during reconstruction, and it is inefficient to create many independent copies of this information on a multi-core processor.  Kernel threads (pthread library) are one way to address the memory demands of reconstruction code so that it runs efficiently on multi-core machines.  This is the method employed in the GlueX reconstruction framework.  The CLAS12 reconstruction code deploys its major components as web services, which allows the demanding portions of the reconstruction code to be hosted separately on dedicated servers.  These services can be dynamically replicated to obtain a desired throughput level, or to maintain a given latency subject to changing load. 
3. Analysis – custom code developed by each group, often more than one independent code per experiment.  Most of these are based on ROOT and run single-threaded algorithms on reduced data samples that have been culled from the output of the reconstruction step.  The most computationally demanding algorithms typically used are model fits to multi-dimensional distributions.  An extreme example of this is the partial-wave analysis of data from the GlueX experiment, for which a series of fits on a single set of data can take many hours running on a single processor.  The time-consuming step in these fits is the evaluation of many identical matrix operations, which can be readily parallelized.  Implementations of PWA fits using the MPI library have demonstrated speed-up factors of 100 on samples of the size expected for GlueX analyses.  More recently, GlueX collaborators have successfully ported their parallel PWA code to the CUDA platform, and even larger speed-up factors have been observed in tests using Monte Carlo data when running on commodity GPU hardware.  The GlueX collaboration plans to incorporate GPU’s for PWA into its core computing infrastructure.
3b. Please list known limitations, obstacles, and/or bottlenecks that currently limit your ability to perform simulations you would like to run. Is there anything specific to NERSC? 

Jlab users mostly rely on the Jefferson Lab Computer Center for their centralized computing needs, but these comments probably apply equally well to any user facility.  The most significant limitations come from being a user at a facility whose policies must be set by the needs of the majority of users, plus the constraints imposed by security.  Network security at user facilities has become increasingly intrusive over the past decade, especially with regard to networking firewalls,  to the point that the effort required often exceeds the advantage over performing the work on more limited facilities under one’s own control.  Other issues are site configuration and use of compute nodes for real-time applications like the interactive PROOF service of the ROOT framework.  PROOF brings the availability of datasets held in grid storage to a whole new level in the user’s experience, but it requires a site configuration that does not conform to the usual batch resource allocation scheme.  The GlueX collaboration is experimenting with deploying PROOF as a means to serve data held in grid storage to users for analysis.
Implementation of PWA algorithms on GPU hardware is still in its infancy.  All work up to this moment has been done on the CUDA platform, which is confined to NVIDIA hardware.  All of the usual bottlenecks in scientific computing on GPU’s have been encountered, including the bandwidth between main memory and GPU memory, and the cost of doing computations in double precision.
 

3c. Please fill out the following table to the best of your ability. This table provides baseline data to help extrapolate to requirements for future years. If you are uncertain about any item, please use your best estimate to use as a starting point for discussions. 

	Facilities Used or Using
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	Architectures Used or Using
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	Total Computational Hours Used per Year
	 1,000,000  Core-Hours in 2011, estimated

	NERSC Hours Used in 2010
	 50,000  Core-Hours   (OSG, not NERSC)

	Number of Cores Used in Typical Production Run
	 1000

	Wallclock Hours of Single Typical Production Run 
	 50 hours

	Total Memory Used per Run
	 500 GB 

	Minimum Memory Required per Core
	 1 GB 

	Total Data Read & Written per Run
	 10,000 GB 

	Size of Checkpoint File(s)
	 0 GB  (not used)

	Amount of Data Moved In/Out of NERSC
	 10 GB per job    (interpreted as grid storage)

	On-Line File Storage Required (For I/O from a Running Job) 
	 10 GB and 10,000 Files  

	Off-Line Archival Storage Required 
	 0 TB and 0 Files   (no need, currently)


Please list any required or important software, services, or infrastructure (beyond supercomputing and standard storage infrastructure) provided by HPC centers or system vendors.

 

4. HPC Requirements in 2014

4a. We are formulating the requirements for NERSC that will enable you to meet the goals you outlined in Section 2 above. Please fill out the following table to the best of your ability. If you are uncertain about any item, please use your best estimate to use as a starting point for discussions at the workshop. 
	Computational Hours Required per Year
	90 million 

	Anticipated Number of Cores to be Used in a Typical Production Run
	10,000 

	Anticipated Wallclock to be Used in a Typical Production Run Using the Number of Cores Given Above 
	15 hours 

	Anticipated Total Memory Used per Run
	5 million GB 

	Anticipated Minimum Memory Required per Core
	2 GB 

	Anticipated total data read & written per run
	100,000 GB 

	
	

	Anticipated size of checkpoint file(s)
	0 GB 

	Anticipated Amount of Data Moved In/Out of NERSC
	10 GB per job 

	Anticipated On-Line File Storage Required (For I/O from a Running Job) 
	100 GB and 10,000 Files 

	Anticipated Off-Line Archival Storage Required 
	2.5 PB per year


4b. What changes to codes, mathematical methods and/or algorithms do you anticipate will be needed to achieve this project's scientific objectives over the next 5 years. 
1. Simulation platform to move from Geant3 (f77) to Geant4 (c++) but the algorithms remain fundamentally the same.  Deployment of general simulation algorithms on GPU hardware might have significant impact, but serious impediments are seen.  Production with a GPU-based Geant is more than 5 years away.
2. Reconstruction codes for 12 GeV experiments are under development, and will continue to evolve.  Attempts have been made to exploit super-scalar extensions (SIMD) to the Intel instruction set in GlueX reconstruction, with limited success.  This does not look promising, although AVX could change that.  Basic algorithms are well established.  Component communication schemes, such as the pthreads-based shared memory scheme used by GlueX and the inter-process messaging system used by CLAS12, are worked out and stable.
3. Analysis is where most of the development of novel algorithms and working modes should take place.  Use of GPU’s for partial-wave analysis by GlueX is one important development that already has demonstrated results.  In order for this to scale up into an analysis application that a user can deploy interactively on a desktop, it needs to be integrated with the data grid infrastructure that catalogs and manages a store of simulation results.  The PWA analysis of a real event sample requires a much larger sample of Monte Carlo events to be analyzed together with it.  The online storage of Monte Carlo events for user analyses and their provision in a way that is useful for PWA is part of this integration task.  PWA is just one example of what must doubtless emerge over the next 5 years, in the provision of interactive web services to support the compute and storage-heavy aspects of physics analysis.  Reconstruction and (to some extent) simulation can be organized within a predictable workflow for batch processing, but user analysis is ideally more interactive.  To support it, one can envision on-demand services that provide Monte Carlo data (either from storage or generated on-the-fly), and offload various compute-intensive aspects of the analysis from the user’s desktop.  A very general example of this is the PROOF service that supports ROOT user sessions by offloading the data-intensive and compute-intensive steps in the analysis of root trees.  PROOF represents the approach of sending the algorithm to the data, instead of the other way around, applied to nuclear physics data analysis.  Unless steps are taken in this direction, delays between data collection and publication of results can only be expected to increase, with the 10-fold expansion of data volumes in the 12 GeV era. 
4c. Please list any known or anticipated architectural requirements (e.g., 2 GB memory/core, interconnect latency < 1 μs). 
None of the existing software components or the anticipated developments described above make specific demands on increased memory or low network latency, over what is currently available with commodity servers and gigabit ethernet.  All of the workflows in simulation and reconstruction areas are divided into streams of almost arbitrary granularity, so the demand is for high throughput, not high performance.  Both simulation and reconstruction codes are cpu-limited.  PWA with GPU’s will benefit from improvements to the bandwidth between the main cpu memory and the GPU memory areas.  Underlying all of these plans is the assumption that the number of cores per processor and per cost of hardware and power will continue to scale roughly according to Moore’s law.
4d. Please list any new software, services, or infrastructure support you will need through 2014. 
GlueX plans to continue to support the use of the Open Science Grid by its member institutions.  The University of Connecticut group operates a 400-core cluster which serves as an OSG site.  This site also hosts the infrastructure for the Gluex virtual organization (VO) within the OSG.  The OSG is the principal provider of simulation resources for Gluex during 2011.  Gluex usage is expected to increase over the next 5 years.
 

4e. It is believed that the dominant HPC architecture in the next 3-5 years will incorporate processing elements composed of 10s-1,000s of individual cores, perhaps GPUs or other accelerators. It is unlikely that a programming model based solely on MPI will be effective, or even supported, on these machines. Do you have a strategy for computing in such an environment? If so, please briefly describe it. 

 
Currently our strategy is CUDA.  This is admittedly very limited, since it works only on NVIDIA hardware.  However, there is a significant and growing user community around the CUDA platform, and NVIDIA hardware is currently among the best for scientific applications.  Future directions depend largely upon what hardware developments come to light in the next few years.  One strong possibility is that the scientific community will converge on OpenCL, which is platform-independent and better suited than CUDA to take advantage of a broad range of floating point resources that are available on a processor.
5. New Science With New Resources

To help us get a better understanding of the quantitative requirements we've asked for above, please tell us: What significant scientific progress could you achieve by 2014 with access to 50X the HPC resources you currently have access to at NERSC? What would be the benefits to your research field if you were given access to these kinds of resources? 

Please explain what aspects of "expanded HPC resources" are important for your project (e.g., more CPU hours, more memory, more storage, more throughput for small jobs, ability to handle very large jobs). 

Test new science 

The compute requirements for the 12GeV experiments in 2015 represent something that is roughly 10X the HPC resources that are in use by current experiments, ramping up to 50X by the end of the decade.  All of the commentary in this Use Case are based on these requirements.  Current use of resources by 12 GeV experiments is artificially low because they have not yet collected any data.  
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