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Lattice QCD tells us that the gluonic field 
between quarks is confined in flux tubes and 
their excitations can result in mesons with exotic 
quantum numbers.   GlueX will use linearly 
polarized photons to map out the spectrum of 
exotic mesons.

flux tubes lead
to confinement
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GlueX will be located in a new experimental Hall D
and is the flagship physics for the JLab 12 GeV
upgrade

12 GeV electrons will be
used to produce 9 GeV
polarized photons
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mass reach of GlueX
extends from

m  to 2.8 GeV

Mapping Exotics - Experiment Requirements

•  Linearly polarized photons of 
sufficient energy - 9 GeV

•  Amplitude analysis to identify 
quantum numbers of produced states

 – adequate detector (acceptance & 
  resolution)
 
 – statistics

 – analysis tools

The Amplitude Analysis of 
Very Large Data Sets is the 
Unique Challenge for GlueX
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Example: Amplitude Analysis of the 3π System

I(m3π, t, τ) = η(τ)
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observed intensity

τ = {θGJ ,φGJ , θH ,φH ,mππ}kinematic variables

acceptance production

spin variables: J, M, S

decay

The analysis is based on the isobar model that assumes an intermediate 2π resonance
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The Fitting Challenge

the fit parameters
Do unbinned maximum likelihood fit for n events:

L =
e−µµn

n!

n∏
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)Minimize – ln(L)

normalization determined
using N Monte Carlo events

for a given fit these are fixed: so compute & cache - a simplification arising from the
isobar model assumption and its inherent factorization.

Calculation of L 
can be done over 
parallel machines
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Number of Processors
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 (13 Amplitudes, 1K Events)ππ KK→c0χ

exercise using CLEO data
using 110 processor cluster
using small (1K) event sample 1/N

25 fit parameters

parallel overhead
becoming important

= N

time minimum 
shifts with 
increase data set 
size and 
increasing 
amplitude 
complexity

Doing the fits 
on Parallel 
Processors
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Example: Going Beyond the Isobar Model

Isobar Model:  Data from 
Brookhaven E852 have been 
analyzed using this model.

Other Mechanisms:  The so-
called ‘Deck Model’ is one of 
several that will be studied.

This involved exploring physics that break factorization: 
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GlueX Data Rates

σtotal
γp (Eγ @ 9 GeV ) = 120 µb

event size = 5 kB
GlueX @ 108

 /s

GlueX @ 107
 /s

CDFKLOE

Event Size (Bytes)
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ATLAS
CMSThis implies recording data at 100 MByte/s

and collecting 1 PByte of data per year

Level-3 trigger will reduce the recording
rate to 15 kHz or 100 MByte/s

107 γ/s on 30 cm LH2 ⇒ 15 kHz

108 γ/s on 30 cm LH2 ⇒ 150 kHz



GlueX - A. Dzierba - 12/6/2006

Collaborative Research:
Open Access Amplitude Analysis on a Grid

A. R. Dzierba, G. C. Fox, M. R. Shepherd and A. P. Szczepaniak
Indiana University, Bloomington, IN

C. A. Meyer
Carnegie Mellon University, Pittsburgh, PA

R. T. Jones
University of Connecticut, Storrs, CT

J. J. Dudek
Old Dominion University, Norfolk, VA

Overview

Discoveries in particle physics, typically made at the frontiers of energy or precision, are facili-
tated by developments in technology. Likewise, the discovery of new states of mesons predicted by
quantum chromodynamics (QCD), will require the development of a new paradigm for conducting
precise analyses of large data sets. The data provide information on mesons decays, that can be the-
oretically described in terms of quantum mechanical amplitudes. The development and subsequent
testing of the phenomenology that underpins the construction of these amplitudes necessitates close
collaboration between theorists and experimentalists. Such collaborations are currently hampered
by the lack of supporting technology – a problem we intend to remedy. Modern Cyberinfrastructure
offers the opportunity to build an open access suite of services and data repositories that enable
transparent analysis of data. We propose the development of such an infrastructure that would
expedite collaboration among physicists by providing ready access to data and the fitting and visu-
alization tools needed to conduct precision analyses of it. While the proposed analysis framework
will be engineered specifically to meet the demands of massive, future data sets, it can be utilized
immediately to further our understanding of existing data. In addition, the tools developed as
a part of this proposal may form the basis for future experiments that wish to adopt this new
paradigm of data analysis.

Meson Spectroscopy and QCD

Overview: The theory describing the force between quarks and gluons, QCD, must account
for the experimental observation that quarks and gluons are confined in hadrons. The theoret-
ical investigation of this confinement in QCD, by seeking analytical solutions, is intractable but
formulating QCD on a discrete space-time lattice (LQCD) shows great promise. What we learn
from LQCD is that the gluonic field between the quarks in a hadron is contained within flux tubes
[1] whose excitations lead to a new family of particles, called hybrid mesons, that exhibit both
quark and gluonic degrees of freedom. The transverse size of these flux tubes remains constant,
independent of the distance between the quarks and that implies a constant force, independent of
quark separation, or a linear confining potential.

In the case of mesons, this flux tube picture predicts that when the quantum numbers of
the excited flux tube are combined with those of the quark (q) and anti-quark (q̄), the resulting
system can have JPC quantum numbers that are not possible for a qq̄ system that ignores the
gluonic degrees of freedom. These new mesons, exotic hybrid mesons, have a unique experimental
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The proposal requests funding for 
four postdoctoral fellows to work on:
(1) phenomenology;  (2)  GRID; and 
(3) tools for fitting.

and implemented in a way to take advantage of Grid resources. The crucial part of the fitter is
to provide tools that allow for optimal calculation of the log-likelihood function using a variety of
different types of amplitudes. It will support both precomputed amplitudes as well as those which
need to be calculated during every iteration of the fit. Since reducing the number of iterations
directly reduces overall compute time needed to perform a fit, methods for quickly finding good
starting values for a fit will be explored. In addition, the fitter will compute derivatives of the
log-likelihood with respect to the fit parameters to aid the minimizing algorithm in reducing the
number of fit iterations. Finally the fit interface will utilize routines in the core fitter to couple
and constrain different data sets—either within the same experiment, but also potentially across
experiments.

Results Database: In the process of carrying out a large scale analysis, many different sets of
phenomenological amplitudes need to be tested. Each of these will likely generate a set of fit results.
Not only from varying the mixture of amplitudes in a fit, but also from simply repeating the same
fit several times to make sure that a good solution has been found. Even for a simple analysis, this
quickly leads to a ballooning of the number fit results, all of which need to be both documented and
readily accessible. The most effective way to do this is with a database that allows keyed access
to fits. This will facilitate comparison of fit results and minimize the duplication of fits. The suite
of visualization tools will utilize the power of this database to efficiently and transparently present
the results of individual fits or comparisons of sets of fits.

Grid Implementation

Our Grid strategy will build on Open Science Grid (OSG) software and hardware. JLab has com-
mitted to use and support this approach and Indiana University is an active existing partner. OSG
provides core middle ware and leaves application specific software to the individual experiments.
We will work with JLab in the job and data management sectors and expect to use common
solutions to other JLab experiments. However the core work in this proposal is building the phe-
nomenological amplitude analysis toolkit which will be configured as Grid Services that will link to
Grid capabilities at OSG and job/ data management levels. Our service architecture will make us
insensitive to the software and hardware infrastructure. So we anticipate no delays or risks for our
project as the details get worked out for we can interface with existing OSG LHC implementations
and also the TeraGrid of which Indiana University’s new 23 Teraflop supercomputer is a part.

Jefferson Lab Contribution: The Jefferson Lab Computing Center supports the lab’s physics
requirements to store and analyze data for the scientific program, and fully intends to support the
computing model in this proposal. Specifically we plan to establish an infrastructure for sharing
compute and storage resources within the GlueX collaboration based on the OSG consortium’s
Virtual Data Toolkit. Jefferson Lab will serve as the collaboration’s Virtual Organization Registra-
tion Authority for DoE Science Grid certificates, to provide authentication and authorization for
access to these resources. The laboratory will work with the collaborating institutions in this pro-
posal to support this computing model using OSG, as well as investigate enhancements to Jefferson
Lab’s resources to interface OSG middle-ware with the Grid services of Jefferson Lab and GlueX.

not clear that it will ultimately lead to a more efficient fitting technique. Certainly the proposed normalization sum
will work for any set of experimental data.
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Grid Implementation

submitted - September 2006

Data from existing experiments
E852 at BNL and CLAS at JLab
will be used in developing the 
Amplitude Analysis Toolkit

Prepare for GlueX Challenge - Use Existing Data

Sample sizes: 
 E852 - tens of GB  (10 TB raw)
 CLAS - factor 10 larger

Start using OSG in Summer 2007 for a 
3-year period.
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JLab will also interface with OSG to provide feedback on the project’s status and accomplishments
related to its Grid environment.

OSG and GlueX: The amplitude analysis toolkit design was developed in consultation with
the OSG management. We plan to make its distributed resources accessible as sites on the OSG
infrastructure, depend on the OSG supported reference software stack, and plans to work with the
OSG on the common and experiment specific services needed by amplitude analysis applications.
The application frameworks developed as part of this proposal will be deployed on the OSG and
effort is included in this proposal to ensure that the user and experiment services are developed to
be supportable on the common infrastructure.

Open Data: Grid technology underlies the Cyberinfrastructure that we propose to support our
distributed physics analysis system. However there is also the digital library view that aims to
support Scholarship and its underlying data [48, 49, 50, 51, 52]. Digital libraries in science started
with the support of papers in preprint and published form but is extended to course material,
presentations and the data such as that from a scientific instrument that is the basis of scientific
experimentation. We expect repository architectures like aDORe [53], arXiv [54], DSpace [55] and
Fedora [56] to both expand to support raw and processed data and to link with Grid technologies.
There is also a well known conjecture that the University libraries of the future will manage and
curate the scientific data created by their faculty. Note that analysis services are really ”just” virtual
data as the recipient of the output of a service should not care whether the results were read directly
from a repository or in addition passed through sophisticated ”filters” like our proposed physics
analysis services. Thus our proposal can be viewed as a prototype of a Scholarly data environment
whose use of industry (web service) standards will allow any scientist with enough computing
resources to either repeat an analysis (a zealous referee checking the paper) or to investigate new
theoretical amplitude models for the data. Fox is already exploring this model with a Chemistry
repository including PubChem from NIH and we will follow the development of digital library and
Grid architectures to ensure our proposed system supports these evolving ideas.

Development Plan

Some progress on algorithm development for the amplitude analysis toolkit has already been made
at both Carnegie Mellon University and Indiana University. The recent analysis of the 3π system,
while limited in its phenomenological description, made use of preliminary parallel fitting routines.
However, these routines were not adapted for Grid computing and lacked to the modular qualities
one needs for the generalized amplitude analysis framework that we propose. In addition, develop-
ment of amplitude writing techniques and management of fit results has taken place at Carnegie
Mellon University in the context of analysis of CLAS data from Jefferson Lab. These efforts will
help seed the development of the full-scale Grid-enabled analysis environment we propose.

We plan to prototype our analysis framework with the 3π final state data from the E852 exper-
iment. Our framework will allow us to remove the theoretical limitations discussed in the opening
pages of this proposal and search for a better phenomenological understanding of the 3π final state.
Most importantly, this pilot exercise will allow us to exercise the necessary computational and
theoretical tools that will be crucial in extracting the physics out of GlueX data. The sizes of both
E852 and CLAS data and the complexity of the amplitudes are sufficient to drive development
effort. The full 3π E852 analysis requires management of order tens of gigabytes of data and Monte
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and implemented in a way to take advantage of Grid resources. The crucial part of the fitter is
to provide tools that allow for optimal calculation of the log-likelihood function using a variety of
different types of amplitudes. It will support both precomputed amplitudes as well as those which
need to be calculated during every iteration of the fit. Since reducing the number of iterations
directly reduces overall compute time needed to perform a fit, methods for quickly finding good
starting values for a fit will be explored. In addition, the fitter will compute derivatives of the
log-likelihood with respect to the fit parameters to aid the minimizing algorithm in reducing the
number of fit iterations. Finally the fit interface will utilize routines in the core fitter to couple
and constrain different data sets—either within the same experiment, but also potentially across
experiments.

Results Database: In the process of carrying out a large scale analysis, many different sets of
phenomenological amplitudes need to be tested. Each of these will likely generate a set of fit results.
Not only from varying the mixture of amplitudes in a fit, but also from simply repeating the same
fit several times to make sure that a good solution has been found. Even for a simple analysis, this
quickly leads to a ballooning of the number fit results, all of which need to be both documented and
readily accessible. The most effective way to do this is with a database that allows keyed access
to fits. This will facilitate comparison of fit results and minimize the duplication of fits. The suite
of visualization tools will utilize the power of this database to efficiently and transparently present
the results of individual fits or comparisons of sets of fits.

Grid Implementation

Our Grid strategy will build on Open Science Grid (OSG) software and hardware. JLab has com-
mitted to use and support this approach and Indiana University is an active existing partner. OSG
provides core middle ware and leaves application specific software to the individual experiments.
We will work with JLab in the job and data management sectors and expect to use common
solutions to other JLab experiments. However the core work in this proposal is building the phe-
nomenological amplitude analysis toolkit which will be configured as Grid Services that will link to
Grid capabilities at OSG and job/ data management levels. Our service architecture will make us
insensitive to the software and hardware infrastructure. So we anticipate no delays or risks for our
project as the details get worked out for we can interface with existing OSG LHC implementations
and also the TeraGrid of which Indiana University’s new 23 Teraflop supercomputer is a part.

Jefferson Lab Contribution: The Jefferson Lab Computing Center supports the lab’s physics
requirements to store and analyze data for the scientific program, and fully intends to support the
computing model in this proposal. Specifically we plan to establish an infrastructure for sharing
compute and storage resources within the GlueX collaboration based on the OSG consortium’s
Virtual Data Toolkit. Jefferson Lab will serve as the collaboration’s Virtual Organization Registra-
tion Authority for DoE Science Grid certificates, to provide authentication and authorization for
access to these resources. The laboratory will work with the collaborating institutions in this pro-
posal to support this computing model using OSG, as well as investigate enhancements to Jefferson
Lab’s resources to interface OSG middle-ware with the Grid services of Jefferson Lab and GlueX.

not clear that it will ultimately lead to a more efficient fitting technique. Certainly the proposed normalization sum
will work for any set of experimental data.
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Amplitude Analysis Toolkit Design

The development of the core Grid-based amplitude analysis toolkit will be guided by the desire
to ultimately separate the physics and phenomenology from the computing. We are strive for an
infrastructure that will have the broad impact of allowing phenomenologists to interact directly
with the data to explore a variety of theoretical models for the underlying physics.

The layout of this multi-layered analysis system is shown schematically in Figure 2. At the
highest level are the tools that allow one to develop amplitudes, interface with the likelihood fitter,
and visualize data and fit results. These interfaces connect with Grid-enabled tools that access
experimental data, set up and perform fits, and catalog results. The Grid-enabled tools will connect
to compute and data storage elements through middle ware that is based on the OSG software stack
and tools developed by Jefferson Lab in support of both its role in OSG and as needed by its user
base. This core proposal plans to develop the top-two layers of application-specific software and
exercise the entire package on existing E852 and CLAS data.

The Open Science Grid

Core
Fitter

Data
Interface

Results
Database

Fit Control
Center

Amplitude
Interface

Visualization
Suite

Amplitude
Analysis
Toolkit

Grid
Backbone

Distributed Data Storage and Compute Elements

User
Interface

Grid
Services

Figure 2: A schematic diagram of the multi-layered analysis toolkit. The top-most layer functions
as the user interface that enables the development of amplitudes, the configuration and control of
the fitting process, and the visualization of data and the results. Below this layer are Grid-based
amplitude analysis tools which provide a standard interface to experimental data, tools to carry
out likelihood fits, and a database for managing the results of these fits. These tools use Open
Science Grid middle ware to interface with data storage and compute resources.

Amplitude Interface: The amplitude interface will provide the tools necessary for writing
amplitudes as functions of event kinematics as fit parameters. The kinematics for each event will
be represented in standard way, and users will be able to take advantage of high-level packages for
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prepared in 2005
add two year delay



GlueX - A. Dzierba - 12/6/2006 13

Reconstructed 

Data

Distributed Storage

Grid Enabled

Reconstructed

Simulation "Data"

Physics Data (Experiment and Simulation)

Simulation Systems

Multiple Sites ! Grid Enabled

(Experiment and

Physics Data

Simulation)

Partial Wave Analysis System ! Multiple Sites ! Grid Enabled

Data Reduction System

Data

Raw
Level 3

Raw
Data Acquisition Computing System

Experiment

ControlMonitoring

Experiment

Multi!Level Trigger

System

Level 3 Data

Mass Storage System

Detector Electronics

Reconstructed 
Data

Slow Controls

Electronics

JLab 
Infrastructure

Analysis Systems ! Multiple Sites ! Grid Enabled

Calibration

and

Detector

Databases

Reconstruction

Database

Status
Database

Analysis

Physics
Electronic 

Logbook

Results and

Documents

 SystemDatabase

GlueX 
Computing
Environment

Main storage - at JLab


