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Synchronous and Asynchronous
Parallel Simulated Annealing
with Multiple Markov Chains

Soo-Young Lee, Senior Member, IEEE, and Kyung Geun Lee, Member, IEEE

Abstract—Simulated annealing is a general-purpose optimization technique capable of finding an optimal or near-optimal solution
in various applications. However, the long execution time required for a good quality solution has been a major drawback in practice.
Extensive studies have been carried oul to develop parallel algornthms for simulated annealing. Most of them were not very -
successful, mainly because muitiple processing elements (PEs) were required to follow a single Markov chain and, therefore, only a
limited parallelism was exploited. In this paper, we propose new parallel simulated annealing algorithms which allow multiple Markov
chains to be traced simultaneously by PEs which may communicate with each other. We have considered both synchronous and
asynchronous implementations of the algorithms. Their performance has been analyzed in detaif and also verified by extensive
experimental results. It has been shown that for graph partitioning the proposed parallel simulated annealing schemes can find a
solution of equivalent (or even better) quality up to an order of magnitude faster than the conventional parallel schemes. Among the
proposed schemes, the one where PEs exchange information dynamicaily (not with a fixed period) performs best.

Index Terms—Asynchronous communication, graph partitioning, multiple Markov chains, parallel algorithm, simulated annealing,

solution quality, speed-up.

1 INTRODUCTION

S IMULATED annealing (SA) is an iterative probabilistic
algorithm which combines local search with Monte
Carlo techniques []1]. Numerous researchers have demon-
strated that SA can be very effective in many optimization
problems such as TSP, placement and routing in VLSI
design, logic minimization, code design and image proc-
essing, etc. One of the distinct features of the SA is its hill-
climbing capability which allows escape from local optima.
Also, it may start from any initial solution and converges
to an optimal or near optimal solution [2]. In addition,
SA is applicable to various classes of problems including
discrete, nondifferentiable, or combinatorial problems, etc.
However, the long execution time of SA has been the major
drawback in practice.

There have been numerous efforts to make SA practical
for problems of realistic size by shortening the execution
fime. These efforts can be classified into two major categories:
algorithmic optimization (of sequential SA) and parallel
Processing.

Two types of approaches are prevalent in the category of
OPtimizing SA: careful perturbation and cooling. In the
4pproach of caretul perturbation, the idea of range-limiting
Was introduced and successfully applied to function mini-
Mization and VLSI design [3], [4]. Since the execution time
' proportional to the total number of trials, a heuristic
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perturbation scheme may shorten the execution time by
reducing the chance of rejection [3], [5]. In the other
approach, most schemes utilize statistical quantities such
as mean and variance of costs obtained during annealing.
They usually modify the conventional annealing schedule
to accelerate the execution of SA. However, it has been
shown that modifying the annealing schedule does not
improve both the solution quality and execution time [6],
[7]. The execution time was reduced by a factor of 2 at best.

The advent of parallel computers has made it possible to
achieve speed-up of orders of magnitude in various appli-
cations. Most parallel SA schemes previously proposed
share the feature that multiple” PEs follow a single search
path (Markov chain) [8], [9], [10], [11], [12], [13] (to be
referred to as SMC P5SA). In SMC PSA, a perturbation at
each PE and/or evaluation of the perturbation is executed
in paralle], and then only one global solution is accepted in
each iteration. While this approach preserves the sequential
nature of SA, following a single search path might be an
unnecessary restriction especially from the viewpoint of
performance, i.e., the execution time and solution quality.
That is, only a limited parallelism is exploited, which is
believed to be the main reason why most of the previous
PSAs have not been very successful.

Banerjee et al. implemented SMC PSA schemes for a stan-
dard cell placement problem on hypercube mulliprocessors.
The PSA schemes are based on a sequential version of SA
(TimberWolf). The task (SA) is spatially partitioned and non-
exact calculations by multiple PEs are allowed by assuming
temporary locality. They concluded that such ¢rroneous calcu-
latons can achieve a considerable speed-up without seriously
affecting convergence [10]. However, this may be acceptable
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for particular applications only when a periodic synchroniza-
fion is incorporated to compensate for the erroneous calcula-
“ons. Consequently, either the synchronization overhead may
~ Tease the execution time or the erroneous calculations may

“deteriorate the solution quality. Also, a general purpose PSA
scheme which takes advantage of the acceptance rate but fol-
lows a single Markov chain was proposed bv Roussel-Ragot
and Dreyfus. Besides the drawbacks due to the single Markov
chain, their synchronization strategy using the acceptance rate
does not appear to be very efficient [11].

The feasibility of solving combinatorial problems on a
Boltzmann machine was investigated by Aarts and Korst.
[15]. However, it has been shown by computer simulation
that the performance characteristics (convergence and
speed) strongly depend on the type of problem. Also, a
practical implementation on a massively parallel machine
resulted in very small speed-up for placement problems
[16]. These facts imply that the implementation of SA on a
massively parallel machine is not yet suitable in practice
due to its sequential and random natures.

In contrast to the abundance of SMC PSA schemes, there
are very few schemes where PEs are allowed to follow
multiple Markov chains (to be referred to as MMC PSA).
Aarts and Korst described the idea of the MMC PSA,
namely the division algorithm. However, it does not seem to
have been fully developed. The idle and communication
times which are inevitable in practice are not taken into
account. In addition, PEs may exchange the information at
non-quasi-equilibrium state in the proposed algorithm,
~hich may not lead to an optimal sclution {7].

_In this paper, we propose a new MMC PSA which can
overcome the potential drawbacks of the previous PSA
schemes. One of the distinct features of our scheme is that
PEs (following multiple Markov chains) communicate with
each other dynamically, not with a fixed period. This yields
a significant savings in communication time by allowing
PEs to exchange only useful information. Also, it is shown
that the information exchange can be implemented asyn-
chronously in order to further improve performance of the
proposed MMC PSA. The goals of the proposed PSA are

1) to achieve higher speed-up and efficiency,

2) to obtain a good solution quality (at least as good as
that of the sequential SA), and

3) to realize problem independent performance.

This paper is organized as follows. In Section 2, the new
MMC PSA and its asynchronous version are described, fol-
lowing, our versions of SMC PSAs. In Section 3, The SMC and
MMC PSAs are compared through theoretical analysis. The
implementation results for graph partitioning are provided
with discussions in Section 4, followed by conclusions in Sec-
tion 5.

2 PARALLELIZATION OF SIMULATED ANNEALING

2.1 Simulated Annealing

SA, also called statistical cooling, has manv attractive features

iluding the convergence to a high quality solution, versatil-

Tity, and ease of implementation. However, SA requires a care-
ful setup of the basic strategies and parameters, e.g.,

1) how to define the configuration space and an appro-
priate cost function,

2) how to implement an efficient perturbation scheme
and

3) how to design the cooling schedule including initig
temperature, a Tule for temperature decrement, guasi-
equilibrium conditions for a temperature, and a stop
criterion.

A typical structure of SA consists of two nested loops as
shown in Fig. 1. It starts from an arbitrarily selected con-

figuration s, with an appropriate initial temperature (T, )
and works to minimize a given cost function. At a fixed
temperature, the inner loop repeatedly executes the fol-
lowing three step operation, to be referred to as iteration,
until an inner loop break condition is satistied. It randomly
perturbs the current solution (or configuration), evaluates
the corresponding cost, and accepts the new solution with

the probability of min(1,e ) where AC is the cost change

due to the perturbation and T is the current temperature.
The outer loop decreases temperature according to the rule,
T «oaT , where a, the cooling cocfficient, satisties 0 < o< 1.
It can be said that SA consists of a sequential chain of con-
secutive perturbation, evaluation and decision steps.

5 — 5p ;
T — Ty
While the outer loop break condition is not met do {
While the inner loop break condition is not met do {
Perturb current configuration s to s*;
Evaluate cost function and find the difference;
AC =C(s") — C(s);
Accept new configuration with probability min(1, e_g,g);

}
Te—aT,;

}

Fig. 1. Typical structure of simulated annealing.

Those parameters mentioned above, which control the
execution of the nested loops are called scheduling parameters,
ie., initial temperature (T}), cooling coefficient (¢0), and equilib-
rium conditions (also known as break conditions) for the inner
and outer loops. The execution time and solution quality
are heavily dependent on the scheduling parameters. In the
following, we will first describe our versions of SMC PSAs,
mainly for comparison purposes, and then present the
proposed MMC PSA. In evaluating performance of a PSA,
we need to consider solution quality as well as execution
speed. The execution speed may be quantified in terms of
speed-up (S) and efficiency (E). The speed-up (5) is defined as
the ratio of the execution time (on one PE) by the sequential
SA to that by the PSA (on N PEs) for an equivalent solution
quality. In the ideal case, S would be equal ta N. Efficiency
(E) is defined as the ratio of the actual speed-up to the ideal
speed-up (N).
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2.2 Single Markov Chain PSA

Let’s define a couple of terms first. A move is defined to be a
local disturbance of tihe solution (configuration), in which
two PEs are involved (refer to Section 4.2 for examples).
Note that a perturbation may result from more than one
move by PEs, i.e., from a set of concurrent moves.

In SMC PSA, local moves at PEs which are involved in
a perturbation form one global perturbation of configura-
tion. The difference in the cost due to the configuration
change is evaluated by all PEs cooperatively in parallel.
One PE, the scheduler, takes care of the perturbation con-
trol, collecdon of local evaluation results, decision, and
scheduling of the annealing.

In this section, three variations of SMC PSAs similar to
the conventional PSA schemes are described. Those will be
compared with the proposed MMC PSA. They are the single
move scheme, the multiple move scheme, and the hybrid move
scheme. Each of these variations has a different perturbation
strategy.

2.2.1 Single Move Scheme

In the single move scheme, a perturbation results from a
move. The scheduler PE randomly chooses one pair of PEs
which are to interact with each other for perturbation. The
primary PE of the two initiates the perturbation. For the
perrurbed configuration, the partial cost evaluated by each
PE is collected at the scheduler. Thus, a perturbation 1s
done by a pair of PEs while the evaluation is carried out by
all PEs. Decision on the perturbation is made by the scheduler
and is broadcast to all other PEs.

This scheme allows only one move between a PE pair
per perturbation, allowing an elaborate annealing to be car-
red out. As a consequence, especially in the final stage of
the annealing, this scheme could carefully proceed to a
(near) optimal solution due to gradual change in the con-
figuration. However, as shown in Fig. 2a, most PEs are idle
when the the selected PE pair is working on a perturbation.
This degrades the parallelization efficiency.

2.2.2 Multiple Move Scheme

In the multiple move scheme, all PEs are paired up and they
communicate with each other when performing moves. Pri-
mary PEs initiate a perturbation by selecting moves; there can
be N/2 moves per perturbation as shown in Fig. 2b. Then,
each perturbed configuration is evaluated by the corresponding
PES and the local results are collected at the scheduler, which is
i charge of the overall annealing scheduling. A decision is made
and broadcast by the scheduler to update the intermediate
nfiguration in the same way as in the single move scheme.
The multiple move scheme can change the cost more
Tapidly than the single move scheme since the configura-
Yon change per perturbation can be made larger. However,
Near the final stage of annealing, the solution (cost) being
rapped in a local optimum may easily oscillate around a
‘ertain configuration and not converge toward a zlobal
OPimum. [n this case, it would be desirable to modify cost
Y@ smail amount. Also, since the decision is still made by
ne PE (scheduler) while the others are idle, a substantial

f8radation of efficiency may result in, especially when the
Mmber of PEs is large.

PE,

T

(a) Single move scheme

(b) Multiple move scheme

D PE with pamary sction

3 collect [T perturb ( add / remove / exchange )
=1  broadcast evaluate
Bl idlesumte D  decide

Fig. 2. SMC PSA schemes (a) single move scheme, (b) multiple move
scheme.

2.2.3 Hybrid Move Scheme

The hybrid move scheme takes advantage of both the single
move and the multiple move schemes. The basic idea
appears to be equivalent to employing a range limiting
function which, in general, restricts the range of moves
according to the temperature [3].

In the hybrid move scheme, the acceptance rate (the number
of perturbations accepted/the number of perturbations tried),
is measured during annealing. It is used to adaptively deter-
mine the type of perturbation to be performed. The single
move would be desirable in order to generate a small pertur-
bation when the acceptance rate is low. At high acceptance
rates, multiple moves to generate a large perturbation may
lead to a fast reduction of the cost. Utilizing the acceptance rate
does not add a heavy burden to the scheduler because the in-
formation at each PE can be delivered to the scheduler during
the information exchange preceding a decision.

2.3 Multiple Markov Chain PSA

The approach of SMC PSA has at least two fundamental
drawbacks. First, parallelism is limited since it is confined
to a single search path. Second, a very high overhead is to
be paid due to too frequent communication.

[n order to improve performance of SMC PSA, one may
relax the restriction that all PEs follow a single search path.
One possibility is to have PEs trace multiple search paths at
the same time, i.e., multiple Markov chain (MMC) PSA.
Every PE has the entire search space, and the perturbation,
evaluation and decision are performed by each PE indi-
vidually. At the end of the algorithm, the best solution
among the PEs is selected. The imtial temperature, the
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cooling coefficient and the equilibrium conditions can be
independently decided and controlled by each PE. Since
ach PE randomly perturbs a configuration independently
___. others, it would be highlv unlikely that any two PEs fol-
lows the same path. For better performance, PEs may be
allowed to interact with each other as will be described later.

[n order to guarantee a reasonable speed-up, the number
of trials at a temperature is reduced by a certain factor,
called reduction factor (refer to Section 3 for more details).
Then, it is shown that we can still get an equivalent or even
better solution.

Since PEs in the MMC PSA do not have to interact as
frequently as in the SMC schemes, communication over-
head will be significantly lower, which leads to a higher
speed-up and efficiency. Also, the system is less likely to be
trapped in a local optimum because multiple search paths
are traced simultaneously.

Three schemes, namely, the noninteracting scheme, the
periodic exchange scheme, and the dynamic exchange scheme,
will be described below.

2.3.1 Noninteracting Scheme

Each PE independently perturbs the configuration, evaluates
the cost, and decides on the perturbation. PEs do not interact
during individual annealing processes until all PEs find their
final solutions. Then the best of the solutions is saved and the
others are discarded. One potential problem is that, as illus-
trated in Fig. 3a, all other PEs may have to wait for the PE with
the longest search path (chain), resulting in idle time in every

{EEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 7, NO. 16, OCTOBEFR 199¢

PE (except one), which may degrade the efficiency substantially.

In typical combinatorial problems, the computational
load for perturbation and evaluation varies with configura-
tion. Thus, as the annealing proceeds, the variance of the
accumulated computational load among PEs becomes
larger due to the random nature of 5A, ie., a larger vari-
ance in computation (or idle) time. Because PEs do not in-
teract with each other until the end of SA, some of them
may not perform useful computations. An efficient intor-
mation exchange among PEs may be able to prevent PEs
from performing unproductive computation or being idle
so that the efficiency of parallelization can be improved.

2.3.2 Periodic Exchange Scheme

One possible way to improve the performance, referred to
as the periodic exchange scheme, 1s Hustrated in Fig. 3b. In
this scheme, PEs exchange local information including the
intermediate solutions and their costs with a fixed period.
Then, each PE restarts from the best of the intermediate
ones. Alternatively, to reduce the chance to be trapped, a
random selection among the equilibrium solutions may be
employed [11]. Also, depending on the intermediate cost
distribution, the population update used in the genetic
algorithm can be adopted [20]. We define a Markov chain
between two successive information exchanges as a segment.
Note that the multiple Markov chains are not completely
independent, but they are within each segment.

Compared to the noninteracting scheme, communication
overhead In this periodic exchange scheme would be
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(a) Non-interacing MMC scheme

—
=T

(b) Periodic exchange MMC scheme

(c) Asvachronous NMC scheme

perturb ¢ evaluate / decide
idle state

global state access

Fig. 3. MMC PSA schemes (a) noninteracting scheme, (b) periodic exchange scheme (synchronous), (c) asynchronous scheme.
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increased. However, each PE can utilize the information
from other PEs such that the decrease in computations and
idle times can be greater than the increase in communication
overhead. For instance, a certain PE which is trapped in an
inferior solution can recognize its state by comparing it
with others and may accelerate the annealing procedure.
That is, PEs may collectively converge to a better solution.
Nevertheless, the period of the information exchange needs
to be carefully selected depending on how the intermediate
solutions affect the convergence of other PEs.

This scheme resembles the division algerithm with com-
munication proposed in the literature [7]. However, note
that this scheme does not require communication among all
PEs at every temperature while the division algorithm does.
Communication at every temperature would incur too
much synchronization overhead.

2.3.3 Dynamic Exchange Scheme

The statistical data obtained during execution may be utilized
to adaptively control the SA process in each PE to further
reduce the execution time. For example, the acceptance rate
which is closely related to the annealing state can be utilized.
The periodic exchanges may induce unnecessary and
untimely information exchanges. Moreover, an intermedi-
ate solution derived at an insufficiently cooled state can
hamper the convergence of other PEs.

We propose a new MMC PSA, the dynamic exchange
scheme, which adaptively determines when information is
to be exchanged. In the dynamic exchange scheme, whenever
the following two conditions are satisfied, the information
exchange among PEs is carried out. First, a certain period of
time has to elapse, i.e., to allow each PE a sufficient inde-
pendent annealing. Second, the acceptance rate is below a
certain value, i.e, some PEs arrive at significantly better
solutions. That is, PEs exchange information only when
necessary rather than with a fixed period. In this way, PEs
more efficiently guide each other to a higher quality solu-
tion. Also, communication time can be reduced substan-
tially. In addition, to utilize the idle time, all PEs may con-
tinue (even after the termination criterion is met) their own
annealing processes by exchanging their solutions until the
PE, for which the termination criterion is met last, finds its
final solution. In such a case, all PEs actually terminate their
annealing simultaneously.

2.4 Asynchronous MMC PSA

The MMC PSAs described in the previous section are syn-
chronous schemes in that all PEs should be ready before an
information exchange takes place. While the synchronous
MMC PSA is expected to find a global optimal or near op-
timal solution faster than the conventional SMC PSAs, there
1 still potential for considerable performance (especially
Speed) improvement. Fach PE in the svnchronous MMC
PSA needs to wait for other PEs in each segment before it
fan communicate with them to get their current solutions
Ljrﬂfdl states) for comparison as illustrated in Fig. 3b. There-
;?re, uniess the segment length is the same for all paths or

I;S (an extremely unlikely condition), etficiency of paral-
lelization 15 degraded due to the idle time of each PE. As
t}}e Vanation in segment length among PEs increases, the
®ficiency decreases.

-~

In order to further improve the performance of the
MMC PSA, we propose asynchronous communication
among PEs accessing the global state to reduce or elimi-
nate the idle times. Each PE follows a separate search
path, accesses the global state which consists of the current
best solution and its cost whenever it finishes a segment,
and updates the state if necessary. The global state is
stored in a memory location that can be accessed by all
PEs. Once a PE gets the global state, it proceeds to the
next segment without any delay. For the asynchronous
MMC PSA, the definition of segment needs to be generalized
to a search path or Markov chain that a PE follows be-
tween two successive accesses (communications) to the
global state. Note that this definition is valid for the
synchronous MMC PSA also.

In the case of the asynchronous MMC PSA, each PE
locks the global state before accessing it at the end of each
segment, and unlocks it subsequently for other PEs. If the
local state is better than the global state, it updates the
global state by its local state. Otherwise, it updates its local
state by the global state. Then, without any delay, it pro-
ceeds to the following segment. On the contrary, in the
case of the synchronous MMC PSA, each PE accesses and
updates the global state in the same manner, but needs to
wait until all other PEs finish the updating in each seg-
ment. Then, the global state which is the best solution
(and its cost) found in that segment is copied by all PEs
before they initiate their next segments.

The asynchronous MMC PSA has the following features
compared to the synchronous MMC PSA. First, no PE will
be idle during annealing. That is, different lengths of seg-
ments do not cause idle states until a Markov chain ends
since communication (global state access) is carried out
asynchronously. Second, communication overhead itself is
less in the asynchronous implementation than in the syn-
chronous one. In the synchronous MMC PSA, local states
are to be exchanged among PEs; during this time computa-
tions are not performed. In contrast, an isolated access to
the global state is needed by each PE at the end of each
segment in the asynchronous MMC PSA. Simultaneous
accesses by PEs, which result in conflicts, are unlikely.
Third, the probability of being trapped in a local optimum
can be smaller depending on the cost function. This is
mainly due to the fact that not all PEs start from the same
state in each segment while they do in the synchronous
MMC PSA.

3 PERFORMANCE ANALYSIS

In this section, we model the PSAs described in the previ-
ous section and compare their performance. The main
purpose is to show analvtically that the MMC PSA can
perform better than the SMC PSA and that the asynchronous
MMC PSA can be faster than the synchronous MMC PSA.

3.7 SMC PSA vs. MMC PSA

We consider the MMC PSA first. Let the time for one itera-
tion (P/E/D) be denoted by {, (=1,
the number of lrials at the fth temperature (outer) loop of
PE.. Then the total execubion time of the non-interacting

1.+ 1) and [, denote
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Fig. 4. Simplified annealing model (number of trials vs. outer loop
count) for (a) SMC PSA and (b) MMC PSA.

MMC PSA with N PEs, ¢

7 e

(N) can be written as follows:

e (N) = F 5o et (1)
mrm( ) ',ER:‘??(N] ; DN 1} <
where 7, is the final loop count of PE; and T, is the total
communication time. For the interacting MMC PSAs, the

y M
first term becomes 2 | max;
4=

icis,

oy Lif., where M is the
number of segments and I;; is the total number of trials in

the jth segment of PE,.

It is reasonable to divide the temperature into higher and
lower temperature zones by the cut-off temperature. The cut-
off temperature (T}) is defined as a temperature at which
the number of trials per temperature is noticeably reduced.
Then, the annealing curve, the number of trials versus the
outer loop count, can be approximated by a two-step curve
as shown iIn Fig. 4. Note that the execution time is propor-
tional to the arca under the curve. The reduction factor,
g(N), which was introduced in Section 2.3, obviously affects
the parallel execution time. A typical example of g(N) is .
For the MMC PSA, the number of trials at a temperature is
usually limited by g¢(N) 1, from the initial temperature to
the cut-off temperature and by ¢(N) I, from the cut-off

temperature to the final temperature, where I, and I, are
the maximum numbers of trials allowed at high and low
temperature regions in the sequential SA, respectively.
Let's denote the temperature (outer) loop count at the
t-off temperature by K and the total outer loop count by n
for the sequential SA. Then, the corresponding K, and ,,
for the MMC PSA can be represented as

Km =aX

1y K, and 1, =max,_, n. where K and

\-m"':N] U

1; are K and n of the PE;, respectivelv. The outer loop
counts at the final temperature (z,) and the cut-off tem-
perature (K,,) are random variables which vary with other

parameters and the characteristics of cost distribution.
Let the times for perturbation, evaluation and decision

be t, t, and t, respectively, and the scheduling time per

iteration be ¢, Then, the execution time of a sequential SA,
teq 18

b :(I",K +1I(n- K)) (f,. +it,+ td)+n.'s. )

Similarly, referring to Fig. 4b, the execution time for the
MMCPSA, t,,..(N) , can be represented from (1) as follows:

mmec

fnmu'(l\]): g(N)(Ime +>17(”m E Ku:n(’;: o i t.:')—‘r ‘Mt[ 1082 N. (3)

In (3), it is assumed that the communication among N PEs
can be completed in log, N steps (e.g., in a hypercube), and ¢,
is the communication time between adjacent PEs. We note that
M =1 for the noninteracting scheme, and M = )rnm / Lyj" for

the periodic exchange scheme, where L, is the number of tem-
perature loops between adjacent global state accesses (refer to
Fig. 3). M for the dynamic exchange scheme is smaller than
that for the periodic exchange scheme.

From (2) and (3), the speed-up for the MMC PSA, §
can be derived as

mmc’

S fﬁg‘ﬂ C(‘(f N fd) - nt:
i e ] ; .
Lo SV Lm(f +ty )g(N) + Mt, log, N +nt, (4)

where t =t,+t,,Cy=L,K+I(n-K), and C,, =L, K,, + I, (1,,~ K,,).
For small f, and ¢, if there is no significant difference

between K and K,,, and n and n,, the speed-up would be

nearly 1/¢(N) = N assuming t » t, t, . However, as the unit

communication time (f.), the number of PEs (N) or the total
number of segments (communication phases) (M), in-
creases, the speed-up is degraded. Even if the two MMC
PSA schemes with communication complete at the same

outer loop count (n,), the amount of communication re-
quired by the dynamic exchange scheme is less than that by
the periodic exchange scheme.

Now, consider the SMC PSA. Suppose that the pertur-
bation and evaluation steps are parallelized, but not the
decision step. The execution time for the SMC PSA can be
written as (refer to Fizs. 2 and 4)

o+t
te(N)=(1 :

¢

+4,N+t,+ ft log. N [+nt,. - (5)

/

nr

K +1(n, - K))

In (5), t is the unit communication time of the SMC PSA
which corresponds to the . of the MMC PSA, f. is the number
of communications per iteration, and t, is the parallelization

overhead for data management (e.g., the scheduler PE pre-
pares data for parallel perturbation and evaluation, and the

information to be broadcast to all PEs; refer to Section 2.2). f,
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and ¢, depend on data size, communication algorithm and

computer system, and f, depends on the perturbation and
evaluation strategies.
Then, the speed-up of SMC PSA is derived as follows:

t Co(f+t‘,)+utr_

S =2 = -
smic tsmc(N) C f t : ] (6)
o 77 TN+t + [l logy, N 1+n.t,

where C;= I[.K, + [(n, - K)).
To compare the two strategies (SMC and MMC),

5
; C| =+t N+t + [t log, N] +nt,
‘L’mmc - “S"’-L'y . ( N ? -

Senc bume(N)  C(F+£,)8(N) + Mt, log, N + ¢,

(7)

Even though the size of data exchanged at a time in the
SMC PSA may be smaller than that in the MMC PSA
(#<t.), the total communication time of the SMC PSA is
much larger than that of the MMC PSA due to the fact that
PEs in the SMC PSA communicate much more frequently,

Le, C ft/log, N Mt _log, N since C, f, » M. Under the
assumptions that ¢, ¢, <t,C, = C_ and g(N)=1/ N, Sme 51,

o

i.e, the MMC PSA is faster than the SMC PSA. The as-
sumptions are valid in most SA problems since

1) £, and t, are usually much larger than the scheduling
time, £,

2) the total number of trials in the MMC PSA can be
made similar to that in the SMC PSA and

3) the reduction factor g(N) = 1/N is applicable because
the sufficient cooling can lead PEs to achieve a quasi-
equilibrium in the proposed interacting MMC PSA.

Even if a less drastic reduction factor like g(N):-lﬁ is

emploved (then more trials are made, therefore, a better
solution can be obtained), 5, >S5 is usually satisfied
under reasonable conditions such as f:t,:1/ =10:1:1. Only
in case that > .t/ log, N,5  _canapproach S .

It would be interesting to see how problem-dependent the
performance (speed-up) of each strategy is. For this purpose,
one may employ the derivative of speed-up with respect to t
where t =, + t, ie, 95 . /dt and d5__/ ot. Note that a
different problem would have a different value of (.

From (4) and (6), we can derive the following derivatives
when t_t ,t, <t and g(N)=1/N,

= —:%’(Mtl_ log, N)+n,t,
mme - - - (8)
ot (Fr+ 2 B&;ﬁ'_:z_«-'_-‘)“
\ NV e
and
3, =(EN + ft log, N +(1—-4; ‘)!J.)
SN 2 - 9)
- (F+ )
Tespectively.
IfC = C,andt_ t. <€ , the second term of the denomi-

Nator i (5) is much smaller than the first term due to C,t »

Nnmts- Also, the second term of the denominator in (9) is

much smaller than the first term due to C,t » Nn.t,. Com-
paring the numerators of (8) and (9), C, >% and

C,t, >35>t are satisfied in most applications. Therefore, the
following inequality holds in most cases:
ds ds

smc mmc
x* o
That is, the performance (speed-up) of MMC PSA is more
consistent than that of SMC PSA as the optimization problem
varies. This is mainly due to the fact that the MMC PSA
parallelizes the whole annealing steps while the SMC PSA
does only a part which can vary significantly with problem.

(10)

3.2 Synchronous MMC PSA vs. Asynchronous
MMC PSA

The length of a segment can be formulated as a random variable
which has a certain distribution characterized by a probability
density function (pdf). In the following analysis, it will be
assumed that the random variable for segment length has the
same distribution for all PEs and at all temperatures, given a
problem and a scheduling scheme. This assumption is
mainly for simplicity of analysis. Later, whenever necessary
and passible, relaxing the assumption or the effect of deviation
from the assumption will be discussed.

Let random variable [, denote segment length for the kth
segment of PE, .The unit of the segment length is time and
is always non-negative. The mean and standard deviation
of I, are u, and o,, respectively. Under the above
assumption y, =4 and o, =0¢ for all i, k.

Let the total execution times of the asynchronous and
synchronous MMC PSAs be ¢ ~—and t_ , respectively. Sup-

pose that N PEs are employed and each PE follows M seg-
ments. [n the case of the synchronous MMC PSA, all PEs are

synchronized at the end of each segment. Therefore, f,, can

be written as follows:
M
i = 2 max [,.
i i€(l,....N) "

k=l

(11
In the case of the asynchronous MMC PSA, each PE proceeds
without synchronization until the end of the entire simu-

lated annealing when local solutions are compared. Hence,
f ... can be represented as follows:

asun
(8 . )
{Z 1.1 ;
k=1

From (11) and (12), one can see that [ can never be

max
ia(l.....N)

(12)

asyn

smaller than

.They become equal when the outcome of
[, doesn't vary with i, which is practically impossible. For
denote the maxi-

a more quantifative comparison, let [
mum possible outcome (or upper bound) of /. It is reason-

able to assume that /_ depends on i and o. Noting that

ey
[..x is larger for a larger o, given a class of underlying distr-
bution, one may write

I =u(l+h(F)), (13

mx

where /i(-) is a monotonically increasing positive functio:
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" indicating how much [, 1is deviated from 1, and & is the

nmax
~tandard deviation normalized by the mean, iL.¢., &

Ome may try to analytically derive [, by assuming a spe-
cific pdf for I, However, it may not be worthwhile duc to the
following reasons. First, it is almost impossible to derive an
easily appreciable closed form formula describing maximum
outcome for samples of the sum of random variables, t

asyn’
though it is relatively easy for samples of a random variable
Second, it may not be feasible to build a probabilistic model,
e.g., pdf, that precisely fits a given practical problem. Third, in
most cases, a performance measure derived with the first and
second order moments, i.e., mean and standard deviation, is
sufficiently accurate and meaningful.
From (11),

=M =u(1+ k() M. (14)

max

The standard deviation of [, 2:""’ . Iy, whichiis the total
segment length of PE, in the asynchronous MMC PSA, is
O‘\/X/I(M_l)p.f.]\/j where p is the correlation coefficient
between segments I; and I forj#1, and 0 < p < 1. After
normalization by its mean which is uM, it becomes

Ty 2 With this result, (12) can be expressed as

™ uM[l + h(a‘ i J} (15)

Now, denote theratioof f__ to t

syn asyn
the relative improvement of the execution time (it will be
simply referred to as the improvement factor) of asynchro-
nous MMC PSA over synchronous MMC PSA. It needs to
be emphasized that r is not the speed-up (S, ) of asynchronous
MMC PSA over seguential SA. From (14) and (15),

f,m L+ h(—)
= 5 [(M—T)pel 16)
fmm 1+ hto.\/ M ‘}‘f‘ IJ (

by 7, which indicates

where M 2 1.

It 1s clear from (16) that r 2 1 since 0 < p < 1 and k() is
monotonically increasing, i.e., the asynchronous MMC PSA
is faster than the synchronous MMC PSA unless p = 1 for
which r = 1. Though (16) is based on the assumptions men-
tioned above,'several meaningful observations can be
drawn from the equation.

3.2.1 Global State Access Frequency

First, consider the effect of M on r. Though M is the total
number of global state accesses (or segments), it may be
referred to as global state access frequency to indicate how
often a PE accesses the global state, which should be line-
arly proportional to M. The global state access frequency,
M, is one of the major parameters which differentiates the
synchronous and asynchronous schemes. As M increases,

., PEs access the global state more frequently, PEs will be
_.le for a longer period of timc in both PSAs. However, the
idle time in the asynchronous scheme, which occurs only in
the final segment, is relatively smaller than that in the syn-
chronous scheme. This is due to the property that the nor-

malized standard deviation (G) of a sum of random vari-
ables cannot be larger than the sum of the normalized
standard deviations of individual random variables, as
derived earlier. This difference becomes larger as M
increases as can be seen in (16).

From (16), it is easv to see that r increases first and tends
to saturate as the global state access frequency increases.
This benefit of using the asynchronous MMC PSA is greater
when the normalized standard deviation is larger. As the
correlation between segments decreases, r becomes more
advantageous to use the asynchronous scheme. The
improvement factor r is maximized, given G and M
when p = 0 (segments are uncorrelated).

3.2.2 Number of Markov Chains

In the above derivation and discussion, the number of
Markov chains is assumed to have no effect on [, which
influences the improvement factor. Theoretically, the
maximum value of a random variable is fixed given an un-
derlying distribution. When sampling the random variable
In practice, the maximum of the samples or outcomes may
not be the same as the theoretical one. The sample maxi-
mum is expected to approach the theoretical one as the
number of samples increases. This practical aspect was not
taken into account when [ was formulated (refer to (13)).
To make the improvement factor formula more realistic,
(13) may be modified as follows:

Loae = (1 + (@) f(N)) (17)

where f(N) is a monotonically increasing function of N > 1
0 < f(2) <1, and fAN) approaches one as N increases.

fIN) can be considered as a calibrating function which in-
dicates the actual effect of h(G)orG on [, as a function of N.
As the number of PEs, N, increases, the improvement factor
(of the asynchronous MMC PSA over the synchronous MMC
PSA) increases, but eventually saturates.

3.2.3 Communication Overhead

Another advantage of employing the asynchronous MMC
PSA is that communication time itself can be saved (though
it is not included in the equations of this section). In the
synchronous MMC PSA implemented on a message pass-
ing multiprocessor, the local states are to be collected at a
certain PE which will then derive the global state from
them and broadcast it back to all other PEs. This data shar-
ing would require communication time proportional to
Dlog, N on a hypercube, for example, where D is the size
of data (global state) to be exchanged and N the number of
PEs [18]. If the synchronous MMC PSA is implemented on
a shared memory multiprocessor, the communication time
would be O(DN) assuming that there is only one copy of
the global state on the shared memory.

In the asynchronous MMC PSA, each PE just neecds to
access and update, if necessary, the global state independent
of other PEs. Therefore, the communication time would be
O(D) on a shared memory system assuming that there is no
conflict among PEs in the global state access. Of course, in
the worst case when all PEs try to access the global state at
the same time, the complexity would be O(DN). However,
this worst case is very unlikely to occur. On a message
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passing multiprocessor, each PE may send its local state to
a controller at the end of each segment. Then, the controller
returns the global state (after updating it by the local state if
necessary). The communication time complexity is the same
as on a shared memory system. Therefore, the saving in
communication time by the asynchronous scheme can be
substantial when N is large.

3.2.4 Solution Quality

Any faster scheme which degrades solution quality sig-
nificantly would not be acceptable unless speed is more
important than solution quality. All PEs in the synchro-
nous MMC PSA initiate each segment from the same
global state (solution). However, a different PE in the
asynchronous MMC PSA may see a different global state
depending on the order in which PEs access the global
state.

Suppose that a PE accesses the global state at the end of
each segment. If a local solution (state) of the PE is better
than the global solution, the PE updates the global solution
by its solution. If not, the PE discards its solution and initi-
ates next segment from the global solution (state). For ex-
ample, suppose the PE with the best solution happens to
update the global state first in a certain segment. Then, all
PEs would start from the same global state at least in that
segment. Unless this happens, some PEs would have initial
solutions for a segment which are different from others. As
in the genetic algorithm [20], this will reduce the probabil-
ity that the global state is trapped in a local optimum.
Therefore, the solution quality is not expected to be worse
than that by the synchronous MMC PSA.

3.2.5 Problem Dependency

The cost function may vary with the problem. If the cost
function, more specifically density or distribution of local
optima, changes, it is likely for the pdf of [, to change re-
sulting in a different o. For a larger &, a higher r would be
obtained as can be seen from (16).

4 APPLICATION TO GRAPH PARTITIONING PROBLEM

In order to experimentally examine the performance of the
proposed MMC PSAs (synchronous and asynchronous), we
have applied them to graph partitioning, which is NP-
complete. Many engineering problems can be formulated as
a graph partitioning problem [211], [22], [23], [24].

4.1 Problem Formulation

An undirected graph G = (V, F) consists of a finite set of
nodes (vertices) V and a finite set of edges (links) E, where
an element of E is an unordered pair of nodes u and v in V,
.., an edge in L is represented as ¢, , =(u,v)e E, where
Y, oe VA subgraph (W, F) can be defined such that W <
Vand £ < E . If nonempty sets V; and V, are subsets of V
Such that V; w V, = Vand Vi "V, = 3, {V,,V,} is said to
be a partition. Cut is a set of edges the removal of which
Tesults in a partition. The weight of a node w is denoted by
©,{1) and the weight of an edge (u, ¢) by w,((u, V).

S

4.1.1 Graph Partitioning Problem
Given an undirected graph G = (V, E) with node and edge
weights, (@,(-), ), where V is a set of nodes and E is a set of
edges, find a partition of V into R disjoint sets {V;, V,,..., V¢ }
such that the cost function below is minimized.

The cost function, which is to be minimized, is chosen as

vy, ... veD=am({v.,.., g ) +bL({v,,.. )Y a8
where
M({v,,.... Ve})=max{|vi ... [Ve[}.
and
L({Vl,...,VR }): Z a)e‘((u,v)),
(,0)ed(V,, V) 150, j<R,i=]

where "V,|=Z «
! v, €V,

sets V,and V,, which is defined as

w,(v,) and &V, V) is the cut of the

5(V[,V}.)={(u,v)e Elu eV Ave V}.}.

Suppose thata =b =x=y =1 with 0, ()=1 and 0,()=1
for all nodes and edges in the graph. Then, C(:) = M + L,
where M is the largest number of nodes in a subgraph and
L is the total number of edges between subgraphs. In this
case, minimizing C(-) requires balancing the node distribu-
tion among subgraphs and at the same time reducing the
number of edges lying between subgraphs. By choosing an
appropriate set of values for the parameters (a, b, x, 1), one
may formulate a cost function suitable for a given applica-
tion. Also, it needs to be pointed out that our approach of
MMC PSA is not limited to graph partitioning only, but
applicable to any optimization problems.

4.2 Perturbation Algorithm

In SA, the next candidate configuration (partition) is deter-
mined by a perturbation scheme. In the graph partitioning
problem, we define three ways of perturbation, ie., add,
remove, and exchange, (each of which is referred to as a
move), where an add in a subgraph corresponds to a remove
in the paired subgraph. Note that a perturbation may result
from multiple moves when there are more than two parti-
tions (subgraphs). One of the moves is selected at random
according to the node distribution. The add, remove and
exchange are uniformly generated except in the extreme
cases {e.g., the ditference in the number of nodes exceeds a
certain constant or the selected subgraphs have only non-
removable nodes). Fig. 5 shows the perturbation examples
where (a) is the initial contiguration and the resulting con-
rigurations after a move—i(b) add, (¢J remove and (d) ex-
change—in view of the subgraph A (the primary subgraph).

The perturbation scheme, which is referred to as the
heuristic rearrangement ulgorithm, is incorporated into the
inner loop to efficiently perturb ihe configuration. In the
heurisiic rearrangement algorithm, the nodes in the pri-
mary subgraph (which is randomly chosen among all sub-
zraphs) are sorted periodically (not in every iteration) in
the ascending order according to internal degree (where the

internal degree, deg(v), is defined as the sum of weights of
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subgraph A cubgraph subgraph A sotigraph B range of edge weight (1, 5) and 1,200 node graph (G1200).

T — £ o Their performance has been evaluated under the same conditions

" J/L . ’___,14;:" (parameters listed in Section 4.4.1). All performance figures,
[ \r\; | *heo AR = gzli * cost and execution time, are the averaged (not best) ones.
LY T . 1‘{ R J The PSA schemes have been compared based on the -
e ™ ‘ F‘, | |2 ™ :“ 4 ! minimum cost found and the parallel execution time. In ilici )
N ¥R 3 . - order to evaluate the convergence property of the proposed 2
Usfula2idasl)  Weiwlw2udwdaws) U=U-+{wl} W=W—{wl} schemes, the best results obtained by the sequential algo-
ORI o S R w e rithm of Irving and Sterling. [21] are referred to, which was =
:Jn‘u:;‘ldc:_:y:lzfizri:n;m" (@) 10 (b} :‘legilrig:: g ;’jr;luﬂ't reported to flnd 51gnlﬁcantlv better SOluhOﬂS than an iterative | ;\N
M=max{ ma. mg)=5.L=2 M=5, L=5 improvement algorithm. The performance results of the pro- e
il & ¥ibgiok B s PP posed schemes for the cost function in (18) ((a, b, x, y) are “;
‘ = e : L . usually set to (1, 1, 2, 3) as in [21]) are provided for G30 e | 22
\ N‘;\\\l ‘ //‘\‘N u " “‘iL/! e (average degree: 2.73), G118 (average degree: 3.05), G200 -
’ / \ 4’#&)/ - N \.Tfl‘,.f\\’ (average degree: 2.77), ?md G1200 (average degree: 2.98). (—) T thi

5. | N7 [y TN For further comparison, another SMC PSA scheme pro- the single
&% | |/ L~ ‘“4_;‘% i posed by Roussel-Ragot and Dreyfus. [11], to be referred to

e o u3 ol Ne as Modified R-R (MRR), has been modified for better ad-

U=0-{un} W Wodul} U=U-folls w1} W=W sul}=(w1y  aptation to the graph partitioning problem and imple-

3 @ e my =4 @ @ ma=s mented. It utilizes the acceptance rate in determining next
fay 10 (<) subgraph A : remove (@) ) subgraph A : exchange solution. In the MRR, PEs asynchronously continue an- e
subgraph B add subgraph B : exchange . p ; =
M=6, L=] M5, Lad nealing until at least one PE finds an acceptable solution. ‘
‘ _ o ) ) Then, one of the accepted solutions is randomly selected .
,F;?‘;fgep(egugf?ﬁfﬁg;xamp'es (a) initial configuration, (b) add, (€)  \yhen the acceptance rate is high (> 1/N) while the best so- il i
' lution is chosen when the acceptance rate is low (< 1/N) A
[11]. Note that PEs have to communicate with each other 2| A
internal edges incident on the node v;, where an internal frequently especially when the temperature is high. | 4| 3
edge is an edge that does not lie between subgraphs). The - L
‘op node in the sorted list is involved in the move immedi- 4.4.1 Test Environment and Parameters 16| 48
ately following the sorting. Selection of nodes to be moved A graph is initially partitioned at random. The initial tem-
or exchanged is basically random, but is designed such that ~ perature (T;) for each PE is not predetermined identically, '
no node is completely excluded. but is independently derived in the beginning with ran- I 3

This heuristic rearrangement algorithm generates the domly selected sample configurations. In addition, the \
next configuration more effectively than a simple random standard deviation of the intermediate solutions at each PE N cos
perturbation since it can reduce the unnecessary perturba- 15 calculated at every temperature to determine the next || 48t
tions to a great extent by utilizing the connectivity infor- temperature [19]. In the following, the annealing parameters 2| s
mation of subgraph nodes. for the graph partitioning problem, which are empirically o | e

o ) determined, are summarized: s[5
&3 Communlcatlon Algerithos _ e maximum number of temperature decrement: 250 16 | 61
Information exchange among PEs is necessary for both o mayximum number of iterations at a temperature (I,,):
types of PSAs described earlier. In the SMC PSA, communi- k-100- (R-1) - g(N)
cation is indispensable when subgraphs are perturbed, (k = 1 for G30, k = 2 for G118, k = 3 for G200, k = 10 for |
when the locally evaluated costs at different .PEs are col- G1200 where g(N) is usually set to 1/N.) i | F
lected at a certain PE, and_ when. the décigion is broadcast. o inimum number of iterafions at a temperature () : s
In the MMC PSA, local information needs to be exchanged max(0.3 I, 5) =1
to update the global state (the current configuration and its . gtatic temperature decrement factor a (cooling rate): 2 13
cost) when each PE wants to check other PEs status during 095 [
annealing and when all PEs finish annealing. Thus, three o threshold acceptance rate for hybrid move : 05 8 304
different types of communications are needed: —

The synchronous MMC PSA schemes have been com- 1645

1) broadcast, pared with the SMC PSA schemes on the Intel iPSC/2, a

2) collect, and message-passing system. The synchronous and asynchro-

3) exchange. nous MMC PSAs have been tested on a shared-meniory shown
These communications can be efficiently implemented using multiprocessor system, BBN GP1000. The typical imple- multip)
the pserdobinaiy trec embedded in the hypercube [18]. mentation results are tabulated in Tables 1 through 6 the sin

. . where cost and speed-up are the averaged ones for multi- the gr.

-4 Results and Discussions ple executions in each case. move §

" The proposed PSA algorithms have been applied to the IEEE nealing
30-node and 118-node standard networks, labeled as G30 and 4.4.2 SMC PSA the fine
G118, respectively, a randomly generated 200 node weighted ~Among the SMC PSA schemes, the hybrid move scheme of the .

graph (G200), where the range of node weight (10, 20) and the

has found the best configuration in all cases tested, a$
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TABLE 1
PERFORMANCE OF PSA SCHEMES FOR |EEE
30-NODE NETWORK (G30), (x, ¥) = (2, 3)

=i L%) (a.bh=¢ 10.1)
N=LR=2 [ timd R=d Mmd Rwd =8, R=H
PSASSA scheme | cost | Tiowi| S " b | llrml‘ s |eom | Tiest| § | con | TImal
Single Move w0 17938 03 | 1657 W0TH ‘ 13§ 139 | R25) L3
1
| SMC | Multiple Move | — - — | 2z | vers | 20| | s | e [ s
PSA | pyboapwe | — | — | = w7 | esms | 23| 22 | e | 20 |
| MRR PSA 3 | us | 69 o | 16| smo | w0 | 15| 3
Static Nominter, | 553 362 | 17| 1636 | 4359 | A5 | 1322 | 3909 | 32
| hovic > r
Periodie Exeh, | 600 | o755 | 19 1es7 | 1 | 34| 2 | 380 | S| 3w | 3w | 7S
Psa Y B e = T T = e =
Dymerrec Bxch. | 316 ) o] s | e | 33 | 1322 | 349 16 | 2487 | 397 | 78
N=l Hoonaie | 392 [ w8 Lo | 1225 q_slw] | 10| 10 | 2687 24003 10
£3A — 4 { et B = 4
Irving 2 ‘ v 617 e ‘ — (& =l na — wa wa | -
—_— - - —

(—) In the SMC, the multiple move and hybrid move schemes are the same as
the single move scheme for N = R = 2.

TABLE 2
PERFORMANCE OF PSA SCHEMES
FOR G30, G118, AND G1200

SMC PSA MMC PSA

Hybrid Move .\I(\an:nl R ; - Nx:nu)lcu:;ung [ Dynanuc Exchange

| S| eost | Tims]| 8§ | ot | Thasl| § | comt | Tlms)| S | comt T ffms]| S
[ 1] 30 |10 | = | - — | 30 | s00] 1| — =i=d
"o s |12250 | 13| 340 (26520 | 06| 30 | @311 | 1o 30 | 42| 17
7.:( :m 1 [ 24| 57 :‘tﬁn: _u 5| 365 363 32 330 .'-lS_A”] e 5
Sl S o [l 2l Bl
8 ! 370 2864 36 ‘ 768 ‘ 1451 L1 338 2482 64| 320 1974 | 65
16 ‘ 487 | 76 | 57 ! 3 J [:'75" | 12| 320 | 209 | 76| 3 1302 | 122

{a) G340, R=2 (abi=(1.1), (x.y)=(23)

SMC PSA | MMC PSA

} Hybrul Move Muodilfied R-R Nomnteracting Dvnamue Exchange

T T
N | com Timsj| 3 cost Tlmsl| S | comt Tlms|| & | cost Tims|| 8
V| as2 |z | - | — | = ‘m: ms| 1| — =

2 3230 19804 | \7 | nEES | 32460 10 17 | 17047 19 g4 lm)i |
‘ 4| o610 [10m8 |30 | s | 2m7| 05 | amz | o | 35| e | w8 | 37 |
| 3 | 8536 | T2 | A3 | L4191 17| 12 | 6357 | 4901 | 68 | 4210 | 4510 | 73|

16| 8614 | 6100 | 54 | vese zslwl 4| Sm( | 28w | s | wsy | 249 | 37|

(b) G118, R=2 (m.h)fll.“.(x,);"(z_i\
Vi SMEC PSA B e

MM PSA

| 1ybrd Move

Modsfted R-R Nominters Drvmamue Cachange
I | s o - 0 |
N cogt Tis| S | cout | TIs) | s ol Tis) | caat Tis) I s
| v 12706 | 3210 | IE ' 1m0 | a0 | 1| | _‘r <1y
2 | 11es | 2008 | 15 | 1 Teti | 2660 l 12 |10 | 62| 22 E.TLJT 61 L‘
P iy el B | ] w L |
1286 | 1778 | 18 | 1s0e6 | 727 | 44 | 13%6 | 04 | 4s 1
B (ool Wi | 3 } } | L
Siaee| 15 | 21 | imies | x| :u‘ula.\ 18 | .“;‘
$96ct | 108 ‘ 19 | 267et 239 I | [ [

1341836 [ 203 | 150

€l L1200, R=2{a,bi=( |, 1), (x.yp=(13)

shown in Tables 1 and 3. In terms of the execution time, the
H'lultipi(: move scheme takes the least amount of time, and
the singie move scheme takes the longest since it changes
the orapn configuration gradually. While the multiple
Move ‘.cheme can rapidly perform the initial stages of an-
Nealing, it is susceptible to local minima and oscillations in
the final ~tages. The single move is better at the final stage
of the annealing. This is the reason why the hybrid move
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TABLE 3
PERFORMANCE OF PSA SCHEME 3 FOR |EEE
118-NODE NETWORK (G118), (X, y) = (2, 3)

fab=i, 1) l MHwd Red l
PHASSA scheowe [ 5 oot Trmj| 35 !
Singe Move 20 | eod| 12 | T nam| 12
SEIC | MdipieMove | — | — ) — soil 14
L — | 8 12837 3
o8 12017 a5 16
S ET 1:x.~<‘ 23 | osl mem| s
e = T T |
13| s | osea| 23 | jaoiz) paiss| 69 12015| 1% |
PSA - : { { B 4 1
5l 16 wat 10s0]| 59 Iy 36| T i1sal 158 |
Sy, Mewsiatic SA (+at)| 5336 | daras| 1o | 4245 | Gied| 10 | o] snsn| ro | sses) | o |

scheme performs best among the SMC PSA schemes.

The convergence of the MRR (SMC) PSA seems to be
poor since the random selection rule (which is designed to
preserve the property of the sequential SA) at high tem-
peratures may not be suitable for the graph partitioning
problem. The solution quality is usually worse than those
by our SMC PSA schemes as can be seen in Tables 1, 2, and
3. Also, the speed-up is noticeably lower in the MRR PSA
than in our SMC PSA schemes especially for a large N. In
the MRR PSA, a larger amount of information
(perturbation, evaluation and decision results) needs to be
exchanged at every step among PEs to generate N different
states.

It is observed that the SMC PSA sometimes performs even
worse than the sequential version especially for a small size
problem (Table 1). For a small size of graph, the computational
load in the perturbation and evaluation steps (which are to be
parallelized) is relatively small compared to the total execution
time, and the relative communication overhead is larger. That
is, the overhead can offset the speed gain from the limited ex-
ploitation of parallelism in computation. For the MRR PSA, in
which even evaluaton is not parallelized, the performance
degradation is more apparent.

The single Markov chain approach is shown not to be suit-
able for efficient parallelization of the SA algorithm particu-
larly for the graph partitioning problem, since the perturbation
and evaluation of the configuration (for which the workload is
shared by PEs) do not occupy a large portion of the execution
time. In addition, the communication overhead involved in
each perturbation and decision can be overwhelming.

4.4.3 Synchronous MMC PSA

Among the synchronous MMC PSAs, the proposed dynamic
exchange scheme, which utilizes the acceptance rate in deter-
mining when to communicate, usually performs best in terms
of both the solution quality and the execution time, as shown
in Tables 1, 2, and 3. The periodic exchange scheme often
completes its execution earlier than the non-interacting MMC
scheme. However, as the problem size grows and the number
of subgraphs (subnetworks) increases, it is likely to be trapped
at a local minimum (Table 1 for N = R = 8 and Table 3 for
N = R =16). It can be observed that the MMC PSA performs
much better in terms of the solution quality and/or the execu-
Hon time than the SMC PSA in most cases. This superiority of
the MMC PSA becomes more visible as the number of PEs
emploved, N, increases. The speed-ups reported in the tables
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Fig. 6. Annealing curves of MMC PSAs (N = 4 for G118) (a) nonintere-
acting, (b) pericdic exchange. (c) dynamic exchange.

~_are based on different qualities of solutions due to the random
nature of SA. However, note that the solution quality by the
MMC P5As is better than that by the SMC PSAs in almost all
cases (all cases for the dynamic exchange scheme). Therefore,

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS. VOL. 7, NO. 1¢, OCTOBEFR 199¢

it is expected that higher speed-ups would be achieved if we
somehow force the same quality of solution in both of MMC
and SMC PSAs.

These observations may be explained as follows. First,
since multiple search paths (chains) are followed in the
MMC PSA, the probabilitv of searching the local space
where a global (or near) optimal solution is located would
be higher for the MMC PSAs. Once most PEs (at least one
PE) get on the right track, the annealing toward the near
global optimum solution could be accelerated especially in
the interacting MMC PSAs, ie., a shorter execution time.
Second, the SMC PSA requires more frequent communica-
tions (broadcast, collect, and exchange) among PEs since
each PE needs to get the updated configuration and cost for
every perturbation. This less communication overhead of
the MMC PSA is another major factor which contributes to
their better performance. Since the communication time is
proportional to the number of PEs, N, the SMC PSA per-
forms significantly worse than the MMC PSA, especiallv for
a larger N. Third, in the MMC PSA, the P/E/D steps are
fully (equivalently speaking) parallelized while in the SMC
PSA the perturbation and decision (with updating the new
graph partition in sequence) may not be executed fully in
parallel.

The typical annealing curves (average cost vs. tempera-
ture) for the MMC PSAs are shown in Fig. 6. Each curve in
the non-interacting scheme represents a normal sequential
annealing curve, but only one of them leads to the final (best)
solution. Note that the PE which completes annealing last has
not found the best solution. The periodic exchange MMC
PSA may reduce the redundant or unnecessary computation.
However, the periodic exchange does not always result in
positive effects as can be seen in Tables 1 and 3 and the an-
nealing curve in Fig. 6b. Overly frequent information ex-
changes can lead to oscillation, hampering careful annealing
processes and eventually deteriorating the convergence. In
other words, only the sufficiently annealed solutions are
worthwhile to be exchanged. This is why the dynamic ex-
change scheme improves the solution quality and also the
execution time in most cases (Tables 1, 2 and 3).

Fig. 7 shows how the solution quality varies depending
on the reduction factor, g(N), for the G30 and G118. As the
number of PEs (or Markov chains), N, increases, the solu-
Hon quality (average cost) is improved to a certain point
and then is degraded in general. A more drastic reduction
factor like 1/N usually has the turning point at small N
(compared to 73\7 or ]Ug“}vj ). That is, there can be a trade-

off between the solution quality and execution time
(remember that the speed-up, S, is almost inversely
proportional to g(N)).

The problem dependencies of the SMC and MMC PSAs are
compared in Fig. 8. In these experiments, the system parame-
ters (except £ = t, + t, ) like communication time, obtained from
the iPSC/2, were used. Fig. 8a shows that for a certain value of
t, it would be possible for the speed-up of the SMC PSA to
decrease after some point as N increases. Also, the derivatives
of S, and S, with respect to t (refer to (8) and (9)) are

plotted in Fig. 8b. It is obvious that S, is much less problem-

dependent than S_,,..
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Fig. 7. Effect of reduction factor g(N) for MMC PSA (dynamic
exchange) for (a) G30, (b) G118 (N > 32: sequential simulation
results).

4.4.4 Asynchronous MMC PSA

The improvement factor, r, reported in Tables 4, 5, and 6
should be considered to be conservative since the solutions
by the asynchronous MMC PSA are mostly better than
those by its counterpart, the synchronous MMC PSA.

Itis clear that the asynchronous MMC PSA outperforms
the synchronous MMC PSA in speed as analyzed in
Section 3.2. For the cases considered in this study, per-
formance of MMC PSAs has been improved up to 43% by
the asynchronous scheme in execution speed (refer to Table 4b).
As can be seen in Table 4, r becomes larger as the global
State access frequency, M, increases. Also, a larger problem
leg., a larger graph, a iarger number of partitions, a more
tOmplicated cost function) tends to result in a larger im-
Provement factor since the segment length varies more rela-
tive to its mean when the problem (graph) size increases.

From Table 5, it can be observed that r increases as the
Number of Markov chains or PEs increases. This is because the
Maximum value (outcome) of segment length would be Jarger
m general when there is a larger number ot segments. This
Mprovement in execution speed is also partially due to the
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Fig. 8. (a) Speed-up (S) and (b) 95/t for SMC and MMC PSA. Note
that the three curves for MMC in (b) are overiapped at the bottom
(SMC: single move scheme, MMC: dynamic exchange scheme).

communication overhead which grows with N faster in the
svnchronous MMC PSA than in the asynchronous MMC PSA
{refer to Tables 6b and 6d). For reference, the speed-up, S,
of the asynchronous MMC PSA over the sequential SA is
included in Table 5. It is seen that, in most cases, a high paral-
lelization efficiency is obtained.

The percentage idle and communication (global state
access) times (i.e., normalized by the total execution time)
with N or M varied are provided in Table 6. For a fair
comparison, the (absolute) idle and communication times
are normalized by the total execution time which changes
with N and M. First, it is clear that the percentage idle time
outweighs the percentage communication time in both
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12 |
PSAs, especially for larger problem sizes. Second, both the cause PEs in the asynchronous scheme do not start each s0 |
percentage idle and communication times are much larger segment from the same state (solution) and, therefore, they 195 T
in the synchronous MMC PSA than in the asynchronous have a better chance rof to miss the global optimal solution.
MMC PSA (refer to the ratios in the tables). Therefore, the Tables 4, 5, and 6 are obtained by svnchronous and
major factor which distinguishes the asynchronous and asynchronous implementations of the periodic exchange T
synchronous MMC PSAs is the idle time (according to MMC PSAs for a better control of M. The dynamic ex- A
these two observations). Third, it can be seen that the change MMC PSA has also been implemented asvnchro- ‘
percentage idle time increases as the global state access nously and its performance has been compared with that of o
frequency, M, or the number of PEs (Markov chains), N, its synchronous counterpart. In general, similar behaviors =
increases, especially in the synchronous scheme. Fourth, the ~ were observed. The asynchronous version of the dynamic L
ratio of the percentage idle times, synchronous over asyn- exchange MMC PSA achieves improvement (1) of up to gﬁL
chronous, increases significantly with the global state access  24% (with equivalent qualities of solutions) over the syn- 16
frequency, M, and the number of PEs, N. The idle time in- chronous version for the cases considered.
creases linearly with M in the synchronous scheme while it
is proportional to ¥M in the asynchronous scheme. The 5 CONCLUSION aSyr_lchn
idle time in the asynchronous MMC PSA, which occurs Their pe
only after the last iteration, is less sensitive to N than the Although SA can find a global (near) optimal solution, its comparé
(accumulated) idle time in the synchronous MMC PSA. use has been severely limited in practice mainly due to lowing
Fifth, the ratio of the communication times, synchronous the long computation time requirement. In order to experm
over asynchronous, increases with N but decreases with shorten the computation time, parallelization of SA has o Tt
M. The communication time increases with both of M and been attempted in various applications. However, these eq
N in both schemes. However, in the asynchronous scheme, efforts have not been very successful since they tried to e Th
it increases faster with M than with N. That is, the commu- preserve the single Markov chain in most cases (SMC pr
nication time in the asynchronous scheme is proportional to  PSA) and, therefore, the parallelism exploitable was lim- o Ar
M (the number of global accesses), but not to N because the ited. Although the idea of following multiple Markov ou
simultaneous access to the global state (in this case the chains (MMC PSA) was sketched in the literature, it was o It
_-ommunication time would also depend on N) rarely  not fully developed and had a significant drawback (t0o M
occurs during the execution of SA. frequent communication). inf
It is ulso observed that on avcrage better solutions are In this study, we have developed new MMC PSAs, espe- e Th
found by the asynchronous MMC PS 4. This is mainly be- cially the dynamic exchange scheme. Both synchronous and is ¢
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TABLE 6

PERCENTAGE COMMUNICATION AND IDLE TIMES OF MMC PSAsS:
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s | 8s 0.58 35 | 010 57 |
[ 16 | 235 2.54 49 | 026 | 1 96 |
(d) G118 (M =50,R = 16)
asynchronous implementations have been considered.
Their performance has been analyzed and experimentally
Compared to other PSAs for graph partitioning. The fol-

lowm
exper

g conclusions may be drawn based on our extensive
1mental results:

The MMC PSAs can find a solution of better or
equivalent quality faster than the SMC PSAs.

The performance of the MMC PSAs is much less
problem-dependent than that of the SMC PSAs.
Among the MMC PSAs, the dynamic exchange scheme
outperforms others in speed and solution quality.

It is possible to reduce the execution time of the
MMC PSA significantly by employing asynchronous
information exchange.

The quality of solution by the asynchronous MMC PSA
is as good as (or even better than) that by the synchro-
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NOUS Version.

» The speed-up of the asynchronous MMC PSA over
the synchronous version becomes larger for a greater
number of PEs (or Markov chains) involved or a
higher global state access frequency.
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